**Main Targets:**

1. Work on Rishub’s code to reproduce the results and reconcile the model
2. reading the paper related to the decay term
3. New tasks from Linzen to Dr Sumeet
4. Ordered Neuron LSTM – results with respect to rishubs thesis
5. Comparison of the decay tern with the ON LSTM
6. ConvNets for NLP:
   1. Literature survey
   2. Extension as non uniform kernel and weighted kernel (less weight to future words)